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Abstract products [7], has been presented and are actually used-n sev
eral application contexts. From the research side, on oné, ha

A publish/subscribe communication system (PSS) realizeidot of work has been done in this field from the software en-
many-to-many anonymous interaction among its participantgineering community, focusing on scalability, efficientan
Producers of information (publishers) issue notificatibmtéhe  mation delivery or efficient and expressive information chat
PSS. These are delivered by the PSS to all subscribers thiag. On the other hand, only few contributions exist [6] thet
declared interest in it. However, this decoupled form oéint fine, for example, which is the computational model underly-
action introduces delays between i) the production of a-noting a PSS and, most important, which are the delivery guaran-
fication and its delivery to subscribers (diffusion delay)Ja tees that a PSS has to ensure to applications. This step-is nec
i) the declaration of interest by a subscriber and its régis  essary for carrying out, for example, an analytical studghef
tion in the PSS (subscription/unsubscription delay). Sdeh performance of a PSS which is the base of a rigorous QoS pol-
lays could lead to notification loss scenarios where an eigenticy. According to PSS users, the lack of this rigorous apgnoa
not delivered to an intended subscriber even though it was i currently one of the main pitfall of a PSS which limits ifs-a
sued when the subscription was active. This paper studies tiplicability, for example, to mission critical systems.
notification loss phenomenon by presenting a simulatiodystu  In this paper we propose a computational model based on a
of a PSS and an analytical model. The latter measures the pe¥Ss where the latter is abstracted as a box connecting all par
centage of notifications guaranteed by a PSS implementatigigipants to the computation and the operations done by this
to a subscriber. To our knowledge this is the first paper thajox (i.e., subscription/unsubscription storage and pakitbn
addresses such a QoS issue. The model is based on a for@igusion) are modelled by two delays, namely the subsicript
framework of a distributed computation. The framework abdelay (denoted’.,;) and the diffusion delay (denotefd ),
stracts the PSS through the two delays, defining safety e@d li which characterize, respectively (i) the non-atomicitytioé
ness properties that precisely characterize the semaotitt®  subscription/unsubscription storage (i) the non-inktaaous
PSS. diffusion of a notification. These delays depend of course on
the implementation of the PSS (e.g. centralized, network of
brokers, etc.) and model all the delays that could ariseén th
processing of subscriptions and notifications from the P88,
both to computation and to network.

Communication systems following the publish/subscribe This model produces a global history of the computation, on
(pub/sub) paradigm have experienced a relevant gain in pofhich we give two simple safety basic properties, namely le-
ularity during the last years. Each participant in a pubsyss gality (i.e., a history contains only notify events incldde a
tem can take on the role ofgublisheror asubscriberof in-  Matching subscription interval) and validity (i.e., a fpgvent
formation. Publishers produce information (in formradtifi- ~ implies the presence in the system of a prior corresponding
cationg, that is consumed by subscribers. The basic chara@vent of publishing). These properties are independemt fro
terization of pub/sub derives from the way notifications flohe delays. Then we propose a liveness property which states
from senders to receivers: receivers are not directly tacye When a notify event belongs to the history: this is affectgd b
from publisher, but they are indirectly addressed through t the interval a subscription is “active” and by the two delays
content of notifications. That is, subscribers express ihei Which actas afilter for the generation of the notify eventsraf
terests by issuingubscriptionsfor specific notifications, in- the execution of a publish In other words our liveness prop-
dependently from the publishers that produces them, amd the
they areasynchronouslyiotified for all notifications, submit- 1 We would “ketrt? remarl:i that utsuzﬁlly rin distribu;edt r::_on:‘putl‘r‘@nesz :

; ; it means “something good eventual appens” in this dynamicegon
e o s e
perations which take time to take effect, #rigence
approach for information diffusion, lots of pub/sub basgsts should be reworded as follows “under some timing conditiomsetbing
tems, both research contributions [3, 2, 4, 9, 8] and comialerc ~ 900d happens™.

1. Introduction




erty gives a timing condition implying, given a publish etien  On the subscribers’ side, interest in specific information
the presence of a corresponding notify event in the glolsal hiis expressed througbubscriptions A subscription is a pair
tory. o = (¢,p), wherep € II is the subscriber which is interested
This liveness condition gives us the opportunity to define to all publications declared through tfikter ¢. A filter ¢ is a
measure of the notification loss of a PSS. More specifically, wquery expression composed by a set of constraints. The con-
evaluate the probability that a publication: issued at timg¢  straints, depending on the attribute type, can comprisalequ
will be notified to each subscriber matchimg provided that ity, comparison, substring, etc. and can be joined insitkersil
the subscription was active at Therefore,1 — d represents through AND/OR expressions.
the percentage of notification losde¥he system behaves ide- We say a notification: matches the filter ¢, if each at-
ally if d is equal to 1 (each notification issued at timis de- tribute inz satisfies all the constraints ih The task of ver-
livered at all matching subscriptions activetatWe studyd  ifying whenever an informatiom matches a filteg is called
as a function of the subscription delay and of the diffusien d matching (x T ¢). We say that: matches a subscriptianif
lay. it matchess.¢ (z C 0.9).
The paper presents a simulation study of a distributed PSS
(similar to the Siena [3] system) deployed over large-scale

wide-area networks. The simulation has been carried out by publisher ;ﬁt;s:;;ser
integrating J-SIM real-time network simulator (develognd Opmms o O
The Ohio State University [5]) and GT-ITM network topology pub(y) sub(o)
model (developed by Georgia Tech [10]). Results allow to es- ' usub(c) ' ' nf(x)
timate the values dfy; ¢, T, andd in realistic network set-
tings.

We finally propose an analytical model for a PSS that start- Publish/Subscribe System (PSS)

ing from an estimate af ;¢ andT,; is able to determinéd
(note thatly; ¢y andTy,,, can be estimated on-the-fly by a sys-
tem manager). Even though the granularity of this model is
coarse, we believe that it can be very useful from two perspec Figure 1. A publish/subscribe system interac-
tives: i) the designer of a PSS can quickly evaluate the tivera tOn
performance of the system; ii) users can predict the prdbabi
ity of receiving a notification. We show that the model con-
firms the results obtained by the simulation.

The paper is structured as follows: Section 2 introduces the2  Process-PSS Interaction
formal framework, Section 3 presents the simulation stuty a

the analytical model and Section 4 concludes the paper. The execution of a publish/subscribe system comprises both
process-side operations, started by subscribers andshatdi,
2 A Framework for Publish/Subscribe and PSS-side operations, started by the PSS. More spdgifical

any proces®; would be able to register (and cancel) a sub-

We consider a distributed system composed of a set of prggription or to publish a notification in the system, but iaés
cessedl = {pi, ..., pn,} that communicate by exchanging in_tuaIIy the PSS that has the role of notifying a matching occur

formation through a publish/subscribe communicationeyst rence to interested subscribers.

(PSS). Processes are decoupled in the sense that they nevel® denote asp = {sub(0), usub(v), pub(z), ntfy(z)}

communicate directly within each other but only through théespect|v§aly the operatpn; of reg|§trqt|on of a S‘%t?s'“’m
PSS, cancellation of a subscription, publication of a notification:

and issue of the notification of (Figure 1).
Then, the operationgub(o), usub(c), pub(x) are issued by
2.1. Notifications and Subscriptions a process and executed by the PSS, whilgy () is issued by
the PSS on a procepsand then executed by. Thent fy(x)
Processes can act both as producers and consumers ofi§due occurs after (i) theub(z) execution and (i) a matching
formation, taking on the role gpublishersand subscribers  gperation executed within the PSS. Note that the PSS issues

respectively. We consider the information produced and cofy 4 (z) on the set of processes computed after the matching
sumed in form ofnotifications made up of a set of attribute- gperation.

value pairs. Each attribute hasrame a simple character

string, and dype one of the common primitive data types de2 3. Computational Model

fined in programming languages or query languages (e.g. inte

ger, real, string, etc.). To simplify the presentation, we assume the existence of a
discrete global clock whose rangeis the set of natural num-

2 Note that we assume an underlying reliable communicatioesysto a  P€rs. We stress the fact that this is only a fictional, absttec

notification loss is related to the inability of the PSS syste deliver in-  vice to which the processe® not have acces®Ve will use it
stantaneously information from a publisher to a subscriber. only for convenience of specifications
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Figure 2. Global History respecting Safety

The first modelling step is the representation of the execu- In Figure 2 a generic computation satisfying Legality is
tion of each process. Through an abstract representatitie of shown: supposing thatandy matcho, then both notify events
processes’ computation we describe which global computef = andy in p; fall in the subscription interval (¢) of p;.
tions are allowed in a publish and subscribe system, by spebtihile Legality states that a notify event belongsHoonly if
fying properties that characterize them. itis included in a subscription interval matching that ayere

We assume either théssue of an operationop = need a property that ensures the notify events are not iedent
{pub(x), sub(o),usub(c)} at time ¢ at a processp; or by a process. This is taken into account by the Validity prop-
the executionof op = nify(z) at p;, at time ¢ pro- erty which states as follows:
duces anevent ¢;(op,t) at processp;,. We denote then

. R p /! !/
the local history of a processp; as the set of events oc- 7 ¢i("tfy(2),t) € H = Je;(publx),t’) € Hst.t' <t

curred atp; and ordered by their occurrence tinte = P2: Validity
{ei(op,t1),e;(op,ta),...e;(op, tm)} (With t; < to < ... < ) ) . o
t.,). The global computation is then tiggobal history H — The compl_Jtatlon in Figure 2 also respects Validity:
(hy,ha, ..., hy), i.e. a collection of local histories, one for then both notify eventss;(nt fy(x),t2) ande;(nt fy(y),t4)
each process. follow the corresponding publications;; (pub(x),t;) and

Any two successive evenis(sub(c), s) ande; (usub(o),u)  €i(Publz),t3), @sty <t andty <ty. _
(s < w), define asubscription intervabf p; for the subscrip- Once safety properties are defmeo!, it is interesting to nde
tion o, denoted byl (). Such subscription interval includes all Stand under which conditions a notify event should be gen-
eventse; (op, t) s.t.s < t < u. Therefore, to univocally iden- erated, ie. to defme a L|vgn§ss property. As just said fthe
tify each subscription issued in the system by the same prgl_obal history in Figure 2 satisfies safety. However supppsi
cess, a generic subscriptierbecomes a tripled| p, s) where 7z’ matcheso’, sh.ould we expect.that the PS_S system gener-
o.s indicates the time in which the subscription is issued. Th@tes & computation with the notify event fof in 7(o")? To
time betweers andu actually represents the time in which the@nSWer this question itis first essential to make some censid
subscriptiorv is active from the subscriber view-point. We de-ations about how a PSS is physically built. This is actudlty t
note such time interval aBoy (). A subscription interval is &im of the following section.
defined also by thoseub events that have no corresponding
usub. In this case the interval will include all events that oc2.5. PSS Implementation Parameters
cur after thesub andT v will be consequently infinite. Figure
2 shows an example of global history of three processes, with The PSS has two main tasks:

two subscription interval#(c), I(c”) and their corresponding  , store and manage subscriptions from processes caused by

Ton- the issue of subscribe/unsubscribe operations;

¢ diffuse a natification: to the interested subscribers after
a publish operation was issued by a process;

Safety properties pose constraints on which global histori  Obviously, behind this abstract and informal descriptién o
are not allowable in a PSS. The first property has to state tagPSS, there exists an actual PSS physical implementatipn (e
basic semantics of the system: a subscriber cannot be dotifigentralized, distributed, network of brokers etc.) thatqrens
for an information it is not interested in. Formally: the desired functionality. In order to capture the behavior

‘ ‘ anyPSS implementation we define two parameters that respec-
Veintfy(z)t) € H :a:égflt)fg(f)’ ) ello)stzoe tive_ly take into account (i)_non-instar?_taneous ef_fects dd-s
scribe/unsubscribe operations and (ii) the non-instatas
P1: Legality diffusion of a notificationz to interested subscribers after a

2.4. Safety properties



Ton(o)

e,(sub(0),s) ei(usub(o),u)

stabls g
Tsub Tusub

t s t u t,

PSS

Figure 3. Subscription/unsuscription delays

publish operation issued by a process. These parameterd madg to compute the set of interested subscribers and seads th
the time required for the internal processing at the PSSland tnotification to them. Note that, depending on the PSS imple-
network delay elapsed to propagate subscriptions and -notifhentation, the diffusion can be performed in several wags, u
cations, in a distributed implementation. Let us finallyuase ing for example a routing protocol on a set of distributed-bro
that any message sent by a processes of a PSS implemek&s. Without entering implementation details, we can bay t
tion uses reliable channels. this operation takes a certain amount of tichging which the
Subscription/unsubscription delay#/hen a process issues aPSS computes and issues notify operations to interested sub
subscribe/unsubscribe operation, the PSS is not immégiat€cribers, i.e. diffusion takes a non-zero time. Let us ssppo
aware of the occurred event. In other words, at an abstra le that & publication of a notification is made at a given timg

the registration (resp. cancellation) of a subscriptidesaa @nd there is a matched subscriptierthat is stable at time,
certain amount of time to be stored into the PSS. This time eh€: @ € S(¢). Then the PSS starts the diffusion to notifyo
compasses for example the update of the internal data strfcl = Pi- We denote a&; the time elapsed in order to com-
tures of the PSS and the network delay due to the propagatiBi¢te the diffusion of: to p;. An evente; (nt fy(z),t') can be

of the operation among all the entities constituting the @S 9enerated only at time < ¢ + A;. After the completion of the
consider such non-instantaneous operations, we defineia maiffusion, the notification: disappears from the PSS, i.e. a fur-
mum acceptable threshold of time (implementation depefidefher notify event can no longer be generated.

after Wh|Ch a Subscribe/unsubscribe Operatiosui@'ystored Note that in the worst case Scenario, the set Of SubSCI‘iberS
into the PSS. As an example, in a distributed implementatid® Pe notified and the whole set of processes coincides.
of a PSS, this mearsach entityimplementing the PSS after In this case the diffusion takes the maximum time among
this threshold of time is aware of the registration/caratigh {21, A2, ... An}. We define such maximum delay d#fu-
operation. sion delay denotedly; ¢ 5.

We denote such delay &%, for subscribe operations and  To clarify the meaning of the diffusion delay see Figure 4.
as T, for unsubscribe operations. Therefore if a subscribeor sake of simplicity and without loss of generality we as-
operation is issued at timethen it takes effect at a timesuch  sume that the communication delay between a process and
thats < ¢t < s+ Toup 3. The same holds for unsubscribe op.the PSS is zero. This |mplles that (I) a notification publd;he
erations, i.e. an unsubscribe operation, issued atdimakes by @ process immediately gets the PSS, and (ii) if PSS is-
effect at a time’ such that: < #' < u + Tyysup- sues a notify operation on a process the corresponding

To model this effect on the PSS, we consider the PSS cha@cal event atp; is immediately generated. Immediately af-
acterized by atate S composed by a set of subscriptions. Inter the publication of the notification at the timet,, the
particular, we define(t) = {01, 02, ...0,, } the set of all sub- PSS, durindlu; s, notifies the interested subscribers. Suppos-
scriptions stored into the PSS at titheNVe assume the initial iNg that{p;, px, pr} is the set of interested subscribers then
stateS(ty) = 0. Therefore if a subscribe (resp. unsubscribeYaiss = maz{A;, Ag, Ap} = Ay. Let us remark that each
operation for a subscription takes effect at time (resp.t’) ~ generic interested subscriberis notified in specific instant of
theno € S(t) (resp.c ¢ S(t')). As a consequence, eventime (¢ + A;) butA; is not a-priori known.
thought and¢’ are a-priori unknown, we can state with cer- It is important to point out that the set of interested sub-
tainty thato € S(s + Tusup) ando & S(u + Tysup). FOr exam-  scribers is clearly computed on the basis of PSS'’s state-How
ple in Figure 30 € S(t;) ando ¢ S(t»), but in both[s,¢,], ~ever,how and wherhe state is considered, is implementation
[u, o] time intervals there is uncertainty wheneverc S or  dependent. Moreovethe state can change during the diffu-
not. sion In the following these aspects will be clarified.

At an abstract level each subscription of the PSS state at
timet € 7 can therefore betable(i._e.,_ it_ surely belpngs 10 2 6. Liveness Property
PSS state) or non-stable. A subscriptiois stable with cer-

tainty attimet, iff s + Toup <t < s+ Ton(0). The concept of “interested subscriber” has been till now

Diffusion delay.As soon as a publication is issued, the PS$onsidered quite intuitively. The desirable PSS behagidné

performs adiffusionof the information: it performs a match- following: once a notification is published (i.e;(pub(z), t)

is generated i), z is notified to each interested subscriber;

3 Inour framework we reasonably assume for each subscriptimshave ~ but what is an interested subscriber? Ideally it is a propess
Ton(9) > Tsup- that expresses its interest forthrough a subscriptioa s.t.
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Figure 4. Example of Diffusion

x C o¢gandos <t < o.s+ Ton(c). However the PSS fusion of z andy. However the global history contains also
system is surely aware of the subscriptiotby p; only when e, (ntfy(z),ts3). This depends on the fact that (i) the sub-
the subscription becomes stable, i.e. at time+ T,;,. Then, scribe operation for subscriptian, has taken effedteforethe
at first check, an interested subscriber seems to be a process + T, (ii)) PSS has made the diffusion relying on a state
whose subscription is stable (i.e. belonging to the PS®)statcontainingo., and (iii) the diffusion top;, has completed be-
at the moment in which the matching information is publishedore t; + T ;¢. Note that such “lucky” conditionmayoccur
i.e.0.5+ Tsyp <t <o.s+Ton(o). but the probability of its occurrence is not equal to one.
However as (i) the interest of a subscriber is a dynamic di-

mension and (||) a nOtify can be issued to a subscriber at a7 On the liveness Specification in dynamic Systems
time during the diffusion interval of the corresponding pub

lication, it is still difficult to characterize the exact ®h As pointed outin []_], understanding and Comparing differ-
ior of the system. Let us point out this with an example. Legnt publish/subscribe systems is quite a difficult task tdue-
pi be a process producing a subscriptiorand p; be a pro-  formal and different semantics. From this, it stems the irequ
cess producing an event(pub(z),t) such thatz T o.¢  ment of precisely defining formal semantics in terms of gafet
ando.s + Tsup < t < 0.5 + Ton(o). However, if PSSs  and liveness properties as in any distributed system.
able to notifyz at p; only at a timet’ = ¢ + A; such that  To our knowledge the first step in this direction was done
t' > 0.s+Ton (o) thenp; will discardz as it is notlonger in- iy [6], where the author defines safety properties which are
terested tar. actually similar to the ones defined in Section 2.4. However
Then, the definition of a liveness property, that Statestigxac defining “no bad thing can happen” is the easy part of the job
to which subscribers a publication is notified to, must bessec in dynamic distributed systems (such as publish/subsafibe
Sar”y defined ConSidering both the SUbSCfiptiOﬂ/UnSUp&on piications)_ The tncky pai’t is defining a propei‘ty of progge
delays and the diffusion delay. This property can be stased gf the whole system (i.e., the liveness property) when pro-

follows: cesses behave independently and dynamically. In the €lassi
V( e;(pub(z),t) A (I(0) = [0.5 + Toup, 0.5 + Ton(0)] € H cal (static) distributed system, liveness constrains tesy$o
st.I(o) D [t,t + Tairs]) = Jeop(ntfy(x),t”) € H eventuallynake progress on the global computation towards a

certain target. [6] defines liveness along this litiea notifi-
cation matching a set of active subscribers is publisheein th
This property states that the delivery of a notification can beach subscriber will eventually be notified unless it casicel
guaranteed only for those subscribers that maintain thubir s its subscription” In other words if a subscriberever discon-
scriptions stable for the entire time taken by notificatiégihn d nectswith a subscription matched by a published notification,
fusion (diffusion delay). In other words, Liveness progete- it eventually will be notified for that naotification. Then st
fines the PSS system condition under which a notify event bag is guaranteed if the subscriber remains connected only f
longs to the global history. However, a notify event can &klso  a certain time (even though this is a very long time!). Of saur
long to the history even though this system condition is eot v the assumption that a subscriber never disconnects islunrea
ified. This is due to the uncertainty on the system state and @tic in a PSS system. Another example of the inadequacy of
the diffusion time of an information through the PSS, as showthe liveness property as defined in classical distributstesys
in the example depicted in Figure 5. comes from the crash-prone model. In this setting, the verifi
From application of the Liveness property the only noe€ation of the liveness property ensures progress towarkthe
tify events guaranteedto be in the global history are mination of a computation. This usually requires the assump
ex(ntfy(x),t2) and ex(ntfy(y),ts), aspr has a subscrip- tion on a minimum number of correct processes in the system
tion (matched by both: andy) stable during the whole dif- (i.e., processes that never fail). If we make a parallel waith

P3: Liveness
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Figure 5. Global History with not expected notify events

PSS, this means to make an assumption on the minimum nudelays are finite (typical practical case) some subscrigsat-
ber of subscribers that never disconnects. It is clear that i isfying conditions stated in the Liveness property) mustbe
PSS such an assumption does not make any $efstiscon- tified.
nected procesds not a bad procesas “disconnection” is a mat-
frl‘Of lifeina PSS and not an.undeswa.ble event to cope wn%.. Measuring Notification Loss

iveness specification for this dynamic context should-cap
ture this normal behavior.

Rouahl Kin ¢ liven definition actuall nsid Letx be a notification issued at tini@ndp be a generic pro-
?ug y speaking, ?u eness de on actually ConsiCegoq that has a subscription at titmaatchingz. We denote as
ers “each notify event” as the target of our computation an

defines timing assumptions under which a notify event is i the probability that: is notified top (notification probabil-

the global history of the computation (i.e., this event fas tny). Thereforenotification losds the probability that: is not

be notified by the PSS). This presence depends of three dr}g_tlfled top (ie.,1 = d).

. : In this Section we first provide numerical results s ,
lays (Taif s, Tsub, Tusus) Which abstract the dynamic behav- . . .
ior of the computation and the PSS implementation. ThankTs"’“b andd obtained through the simulation of a PSS in a spe

to the latter point our Liveness condition can also be used %ﬁc network setting. Then, we present a simple and general

compare different PSS implementations. To explain thistpoi analytical model for the computation 6f

consider the following example. Suppose to have two differ-
ent PSSs managing the same set of clients and the same tgpg. PSS Simulation Study
of subscriptions and notifications. Moreover suppose that:
We carried out our experiments by implementing the proto-
1. aprocess publishes in both systems a notification matcijpe of a distributed PSS made up of a set of distributed bro-
ing an active subscription made by the same subscribergrs, communicating through point-to-point applicatievel
subscriber connected to both systems), connections. The system is based on the content-based rout-

2. the subscription will remain active for two days after thénd algorithm (CBR) for acyclic peer-to-peer topologiesn

publication but will be notified only by the first system. duced in Siena [3]. The key idea is to diffuse subscriptions i
order to build paths for routing events, so that parts of #te n

In this scenario both systems satisfies liveness as definedgjgrk with no interested subscribers are excluded from event
section [6], but are they equally good? It seems that therlattgjtfusion. Each broker has to maintain a routing table, tapt
is a “lazy” system, while the former is more reactive and@ffe resents a local view of the global subscription distribuitio
tive. In the nex_t sectlpn we show how_thls reacnvengss can béthe CBR algorithm limits subscription propagation exploit
measured to give an idea of the effectiveness of the implemeRy containment relationships among subscriptions. A sub-
tation. scriptione is contained in another, if o matches all the no-
Let us finally remark that if';; r y was infinite our definition ifications foro; . A subscriptiorv that is not present in the sys-
of Liveness would not guarantee anything as the classivatLi 1o is propagated by its subscriber throughout the entire ne
ness stated in [6]. However, differently from [6] when theeth  \york . If the same subscriber issues a subscription corddime
o, it does not need to route it again.
4 Defining a liveness that gives guarantees if and only if agge never dis- The CBR algorithm for event diffusion works as follows:
connect is the equivalent of not giving any guarantee. each time an event is received by a brokeB; either from
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TuirslTsup, that in this case are roughly 8 seconds and 12 sec-
onds, respectively.

Figure 7 shows the number of notifications actually obtained
081 for events published during a subscriber’s subscriptidarin
06 1 val. These results were obtained as follows: we generated a
subscription on a randomly chosen broker, and after a time
Ton, acorresponding unsubscription. During the subscription

F@®

0,4

02 interval, an event is published in another random brokee Th
. ‘ ‘ ‘ ‘ ‘ ‘ exact publication time is randomly chosen and follows a uni-
0 2 4 6 8 10 12 form distribution inside the subscription interval. We eefed
Time (sec) this over 250 different random subscriber-publisher cesipl

and executed five runs of the experiment each on a different

®) network topology. The whole process was repeated for differ
ent values ofl oy, obtaining the curve depicted in Figure 7.

Figure 6. Experimental values of Ty, ¢r and T 3.2. Analytical Model

with respect to  B(t) o

The analytical model rests on the following assumptions:

its local publishers or from a link, it matchesagainst all lo- 1. the procesy issues the subscription for a period
cal subscriptions and then forwarelenly through links which Ton = Toup + Taify;

can lead to potential's subscribers. Forwarding links are de-
termined from the routing table, by matching the event agjain
the entries contained in it.

Simulation ResultsSimulations were performed by running 3: the time a publication matchingis issued is a uniformly

the PSS prototype on top the J-Sim [5] real-time network sim- Fhstnbuted random variable defined over the subscription

ulator, providing an accurate representation of the bemafi interval To

the entire network stack. Experiments featured 100 brokersy || publishers have the same probability to generate a no-

and 100 network nodes. Network-level topologies are gener- tification matchings.

ated using the Georgia Tech ITM topology generator [10] and

follow the Transit-Stub model. The application-level netiw The delayT, s, does not affectl because we assumed that

(i.e. the distribution of the distributed brokers over thet-n a subscriber can issue a new subscription only &fter, and,

work nodes and the links between them) is self-generated by definition,s has been cancelled from the PSS’s configura-

our prototype and follows a random topology. The fact that thtion after this time interval. Removing such hypothesisyho

application-level topology is oblivious of the underlyingt- ever, would only increase the valuk(i.e., the notification

work topology reproduces the common real-world situatiorprobability we calculate is a lower bound of the actual prob-

We stress the fact that this technique was never used in-preability).

ous PSS simulation studies [3, 6], which did not include arep Let t,,;, be the timep issues thesub operation,t, .., the

resentation of the network level. time whenp issues the corresponding unsubscription gpd
Figures 6(a) and 6(b) respectively show the plots of the pethe time the notificatiorx is published. Then, the PSS guar-

centageB(t) of brokers at time reached by a new publica- antees the delivery of any publication occurring at a timg

tion or by a new subscription issued at time 0. The time whesuch thatts., + Tous < tpus < tusus — Tairs. ThisS means

all brokers receive the notification/subscription corresgdond in fact that the publication was issued when the subscriptio

2. any other subscription can only be issueglafterT, s..»
from the lastusub operation
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Aprobability e de (/Tsub ) at +/TON*T<l1ff Ldt+ /Tdiff () dt)
Ton \Jo Tyup Jo
1 1)
o) that can also be rewritten as
f(t) T Taiff
do Ton —Taiff — Tsup n 1 (/ sub £(0) dt+/ dif f o(t) dt)
Ton Ton \Jo Jo
— » 4—’{ tiﬁ1e @
Tewo Ton Tait

< g Note thatd is directly proportional to the area of the curve
depicted in Figure 8. Clearly, Ty;rs = Tsup = 0 then the
PSS behaves as an ideal system with- 1 (all publications

Fi 8. A sketch of P(t), th bability that a ; . o
gure SKEICN O (#), the probability are immediately notified).

pub issued in the interval Ty is notified to an

interested subscriber. .
3.3. Analytical Results

) ) _ ) In order to provide some numerical results, the functions
was stable and there was _enough time for qurmaﬂon dlffuf(T) andg(r) have to be specified. It is expected that the ac-
sion to be complgted. befogeissues the unsubscription. More-y 5 shape of the curves reflects, respectively, the updatiim
over, for the publications such that,, < tpus < tsub + Tsub  anisms used internally by the PSS and the diffusion mecha-

as well as for those With, ., — Taiff < tpub < tusus thereis pism For the sake of simplicity we will consider the followi
also some probability for being notified. definitions:

For example, let us consider a distributed implementatfon o
the PSS as a network of brokers. Then, roughly speaking, it is

possible that: was published by some process “clloseiotso. f(r) = (TT )F (3)
that, after a delay < T%.;, the portion of the PSS involved in sub”

the diffusion ofz towardsp has already received the updates g() = (M) " (4)
for correctly notifyingz, as suggested by our simulations. Taigy

To model this aspect, we denote wifir) the probability  where considering > 0. r is a parameter representing the
density function that the PSS notifiedo p, given thatr was  rapidity of information propagation inside a PSSrlf— 0 a
issued at time,,,;, = tsup + 7, Where0 < 7 < Ti,;,. Clearly, piece of information issued at timeis seen by all brokers at

f(7) must be a monotonically increasing function witth) =  timet + Ty, (resp.t + Taifs)- If r — oo, then a piece of in-
0% and f(Tsus) = 1. In our experimentsf (7) corresponds to formation issued at timgis seen by all brokers at tinte{ideal
the function plotted in Figure 6(a). behavior).

Also, ¢g(7), where0 < 7 < Ty, is the probability den-  Considering these simple expressionsfor) andg(r) has
sity function that a notification published at a timg,, = the advantage of highly simplifying the analysis, at the sam

tusus — Taify + 7 is notified top. In a real implementation, time not disproving the significance of the numerical result
this function captures the probability that the notificatioe  since, as it is clear from the expressiondpthe delivery prob-
reache® before it unsubscribes fer. The functiong(t) must ability depends only from the area defined by functidft),

be a monotonically decreasing function wigli0) = 1 and not by its shape. The above analytical expressiongef and
9(Tairr) = 0. In our experimentsg(r) corresponds to the g(r) are thus equivalent to the actual functions if they provide

function plotted in Figure 6(b). the same area: for a real application of our model it is suffi-

Figure 8 sketches the overall probability density functiogient to calculate the value ofthat provides the same area.
P(t) that a notificationz matchingo, issued at a time in- According to the above assumptions:
sideTon, is notified by the PSS.

Due to the assumption (iv)Tg—th is the conditional prob- Tsup 1 T | ”
ability that t,,, € [t,t + dt] (teus < t < Lusup), given / f(r)dr = — / 77 dr = T
that an information was published during the subscrip- 0 T 70
tion interval. Moreover,%’;),dt is the probability that the an Similarly,
event is published in the intervad, ¢t + dt] and it is noti-
fied.

Tsub r
. - dr = Tu;

Applying the total probability theorem, we can thus evalu- /0 9(r) dr r+1 4
ated as following: Hence,
5 Actually, the value is slightly higher than 0, becauseghsthe probabil- _ Ton — Tdiff — Tsub r Teup + sz‘ff

ity thatz is issued by itself.
Ton r+1 Ton
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Figure 9. Comparing simulation and analysis

Figure 10. Notification probability as a function
of the subscription interval Toy, for r=1.14 and
that can be rewritten as different values of Ty + Taif ¢

1 Taipp + Tow

r+1 Ton and designers of a PSS to predict the behavior of their ap-
plications with respect to the notification loss due to cancu
d = 1 (Recall that we have assum@g;  + Tiup < Ton). rent and independent execution of publishers and subssribe

Figure 9 shows a comparison between the curve obtain@@d to the non-instantaneous delivery of a notification. fEke
from the experiment and the one calculated analyticallypby a SUlts obtained from a deep, time-consuming simulation-anal
plying Equation 3. The values df,,;, and Ty;;; are 8 and ysis, which integrates two complex public domain simulatio
12 seconds (obtained from Figures 6(b) and 6(a)). The vali@0!S (J-Sim and GT-ITM) plus a home-brewed PSS prototype,
of r used is 1.14. This is the value that inserted in the angONfirm those obtained through our analytical model.
lytical expression off () andg() in Equations 1 and 2 pro- 'As far as future work is conpemed, we are planning to com-
vides a function which returns the same value of the integfral plicate the model along two directions. Firstly, we wanttaa

the functions that interpolate the plots shown in Figures 6( 'YZ€ the relation between Ty y andT,,. Secondly, we want

and 6(a) respectively. The results of the comparison glearl® Study the effect of the persistence of a publication, (ae.

show the similarity between the experimental and the analypuPlication is stored in the system for a given lifetime)harit
ical curves, especially for low values @, where the two the PSS both on the formal framework and on the analytical

curves completely overlap. For growing valueslofy differ- model. We are pgrtlcularly mterested_ in c_apturlng thetietha
ences between the two plots are within 5%. between the persistence and the notification loss.

Let us finally remark that a generic PSS system is charac-
terized by the two values &F,,;, andT; ¢ that give a bound References
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